# The mechanism of methanol decomposition by CuO . A theoretical study based on the reaction force and reaction electronic flux analysis 

Maria Luisa Cerón • Barbara Herrera • Paulo Araya •<br>Francisco Gracia • Alejandro Toro-Labbé

Received: 7 July 2010 / Accepted: 23 September 2010 /Published online: 19 October 2010
(C) Springer-Verlag 2010


#### Abstract

A theoretical study of methanol decomposition using a model representing the initial step of the reaction $\mathrm{CH}_{3} \mathrm{OH}+\mathrm{CuO} \rightarrow \mathrm{CH}_{2} \mathrm{O}+\mathrm{H}_{2} \mathrm{O}+\mathrm{Cu}$ is presented. Theoretical calculations using B3LYP/6-31 G along with Lanl2DZ pseudopotentials on metallic centers were performed and the results discussed within the framework of the reaction force analysis. It has been found that the reaction takes place following a stepwise mechanism: first, copper reduction $\left(\mathrm{Cu}^{+2} \rightarrow \mathrm{Cu}^{+}\right)$accompanies the oxygen transposition and then a second reduction takes place $\left(\mathrm{Cu}^{+} \rightarrow \mathrm{Cu}^{0}\right)$ together with a proton transfer that produce formaldehyde and release a water molecule.
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## Introduction

Currently, environmental reasons made necessary the replacement of fossil fuels by new sources of renewable energy. Among the current alternatives of energy the use of fuel cells is an attractive way of using hydrogen in energy production [1]. Among the many liquids considered for generating hydrogen, methanol is the best choice, it is the third chemical commodity after ethylene and ammonia, and is produced from non-renewable or renewable sources like natural gas, oil, fossil, coal, or biomass [2, 3]. The flexibility of conversion of fuel sources to methanol, as well as the catalytic decomposition, steam reforming, partial oxidation and oxidative steam reforming (which is a combined process of reforming) are very studied reactions due to the importance and their cost on hydrogen production [3-5]. These reactions can be catalyzed by metals supported on oxides, the most used are $\mathrm{SiO}_{2}, \mathrm{ZrO}_{2}$, $\mathrm{CeO}_{2}$ and $\mathrm{Al}_{2} \mathrm{O}_{3}$ [3-6]. Experimentally, the activity of $\mathrm{Cu} /$ $\mathrm{ZrO}_{2}$ has been discussed widely [7, 8] due to the favorable interaction that copper offers, creating acidic sites and changing the oxidative state of copper under mild conditions. Additionally, it is known by now that oxidative states of copper play an important role in the hydrogen generation from methanol [7-9], the intermediate formation of $\mathrm{Cu}^{+}$as an active species in the methanol steam reforming, has been observed by temperature programmed reforming, has been observed by temperature programmed
reduction (TPR) studies in $\mathrm{CuO} / \mathrm{ZnO} / \mathrm{ZrO} 2$ systems, [8] in this context elucidate the role of copper in this catalytic process is important and a very difficult task. To establish which are the copper active species in the methanol decomposition a simplified context in which the reaction takes place in gas phase is assumed.

In this paper the reaction $\mathrm{CH}_{3} \mathrm{OH}+\mathrm{CuO} \rightarrow \mathrm{CH}_{2} \mathrm{O}+$ $\mathrm{H}_{2} \mathrm{O}+\mathrm{Cu}$ is analyzed from the new perspective provided

[^0]by reaction force analysis [10-19], this involves the characterization of different properties along the reaction coordinate. Among these properties, the reaction electronic flux [12,22] emerged as a good descriptor of the electronic activity taking place during the reaction thus helping elucidate the main features on the methanol decomposition mechanism [10-19]. The electronic activity, being phenomenologically associated with electronic polarization and transfer effects, will be rationalized in terms of chemical events, bond formations and/or strengthening and bond breaking and/or weakening, that occur at different steps of the reaction, this produces a precise characterization of the electronic activity during the chemical reaction.

This article is organized as follows: Section 2 presents the theoretical elements for analyzing the reaction; Section 3 describes the computational methods employed; in Section 4 the results are presented and discussed; in Section 5, a few concluding remarks are drawn.

## Theoretical background

## Energy and force profiles

The energy profile $\mathrm{E}(\xi)$ along a intrinsic reaction coordinate $(\operatorname{IRC}=\xi)$ [23] describes the energy change when reactants $(\mathbf{R})$ are transformed into products ( $\mathbf{P}$ ) passing by a transition state (TS). Although the energy profile provides the thermodynamic and kinetic information of an elementary step, it does not give insights on the reaction mechanism, which is related with the nuclear displacements and electronics reordering that takes place when the reactants are transformed into products [11-14, 24, 25]. The reaction force analysis provides the framework to characterize the mechanism of the reaction, it is defined as [10-19]:
$\mathrm{F}(\xi)=-\frac{\mathrm{dE}(\xi)}{\mathrm{d} \xi}$.

In general a generic elementary step, the reaction force profile defines three reaction regions, delimited by the minimum and maximum of the profile [13, 14, 24]. In the reactant region $\left(\xi_{R} \leq \xi \leq \xi_{\text {min }}\right)$ structural changes prepares the reactants for continuing the reaction; the transition state region $\left(\xi_{\min }<\xi<\xi_{\max }\right)$ is where most bond forming and breaking process are observed; in the product region ( $\xi_{\max } \leq \xi \leq \xi_{P}$ ), structural relaxation leads to the products. As the reactant region, the product region is mainly characterized by structural changes [13, 14, 25].

One of the most important results that comes out from the definition of reactions regions is a rational partition of
the activation and reaction energies, $[17-19] \Delta \mathrm{E}^{\neq}$and $\Delta \mathrm{E}^{0}$, respectively:
$\Delta \mathrm{E}^{\neq}=\mathrm{W}_{1}+\mathrm{W}_{2} ; \Delta \mathrm{E}^{\circ}=\mathrm{W}_{1}+\mathrm{W}_{2}+\mathrm{W}_{3}+\mathrm{W}_{4}$
with
$\mathrm{W}_{1}=-\int_{\xi R}^{\xi_{\text {min }}} F(\xi) d \xi>0 \quad \mathrm{~W}_{2}=-\int_{\xi \min }^{\xi_{0}} F(\xi) d \xi>0$
$\mathrm{W}_{3}=-\int_{\xi 0}^{\xi_{\text {max }}} F(\xi) d \xi<0 \quad \mathrm{~W}_{4}=-\int_{\xi_{\text {max }}}^{\xi \xi} F(\xi) d \xi<0$.
Where $\xi_{0}$ denotes the position of the transitions state. It is important to stress the fact that Eq. 2 reveals the physical nature of the activation energy.

Chemical potential and reaction electronic flux
The chemical potential $(\mu)$ is a global electronic property that within the frame of density functional theory (DFT), describes the reactivity of molecular systems since it measures the escaping tendency of electrons from equilibrium [26-29]. For an N - electron system with total energy E and external potential $v(\boldsymbol{r})$, the chemical potential, is defined as [26]
$\mu \approx\left(\frac{\partial E}{\partial N}\right)_{v(\mathrm{r})}=-x$
where $x$ is the electronegativity [26-29]; Using a finite difference approximation and the Koopmans [19, 20] (or Janack [21]) theorems, the chemical potential can be estimated through the following formula [26, 27, 30]:
$\mu \approx-\frac{1}{2}(\mathrm{I}+\mathrm{A}) \approx \frac{1}{2}\left(\varepsilon_{\mathrm{L}}+\varepsilon_{\mathrm{H}}\right)$,
where $I$ and $A$ are the ionization potential and electronic affinity; $\varepsilon_{H}$ and $\varepsilon_{L}$ are the energies of the highest occupied and lowest unoccupied molecular orbitals, HOMO and LUMO, respectively. Note that through the use of Eq. $6 \mu$ can be determined numerically all along the reaction coordinate, thus giving rise to a chemical potential profile $\mu(\xi)$.

For a complete description of the electronic activity along the reaction coordinate the reaction electronic flux (REF) [12] has been recently introduced, it is the derivative of the chemical potential with respect to the reaction coordinate:
$J(\xi)=-\mathrm{Q} \frac{d \mu}{d \xi}$,
where $Q$ is the transport coefficient; although in some special cases it can be calculated from values of activation
and reaction energies and chemical potential, $[24,25] Q=1$ will be used throughout this paper to allow a correct comparison of the different processes involved in the methanol decomposition reaction. The reaction electronic flux is a new descriptor that identifies and characterizes the electronic activity that takes place during the reaction. Analogy with chemical thermodynamics indicates that $J(\xi)>0$ will be associated with spontaneous reordering of electron density whereas non-spontaneous electronic reordering is expected in region where $J(\xi)<0$. On the other hand, when $J(\xi)>0$ the electronic activity is mostly due to bond formation processes whereas when $J(\xi)<0$ the bond breaking processes are driving the reaction.

The REF can be decomposed into two contributions: polarization $J_{p}(\xi)$ and transfer $J_{t}(\xi)$, such that [22]:
$J(\xi)=J_{p}(\xi)+J_{t}(\xi)$

The polarization flux is due to the electronic reordering occurring within a reacting fragment induced by the presence of the nearby partner fragments. In this context, the whole system, represented by a supermolecule, is partitioned into $n_{f}$ fragments such that the polarization flux can be written as:
$J_{p}(\xi)=\sum_{i=1}^{n_{f}} J_{i}(\xi)$,
with
$J_{i}(\xi)=-Q_{i} \frac{d \mu_{i}}{d \xi}$
where $J_{i}(\xi)$ is interpreted as the polarization flux in fragment $i$ due to the presence of the remaining $\left(n_{f}-1\right)$ moieties that polarize it. The calculation of $J_{i}(\xi)$ can be achieved by using the counterpoise method [34] that allows fragmentation of any molecular system all along the reaction coordinate and taking $Q_{i}=1$ for all fragments. The flux associated to electronic transfer is then given by,
$J_{t}(\xi)=J(\xi)-J_{p}(\xi)=J(\xi)-\sum_{i=1}^{n_{f}} J_{i}(\xi)=-\frac{d}{d \xi}\left[\mu-\sum_{i=1}^{n_{f}} \mu_{i}\right]$

In this way the nature of the electronic activity along $\xi$ can be associated to polarization and transfers effects, the balance of these effects defines the fingerprint of the actual reaction mechanism.

REF and electronic population

Within the DFT context, the REF can be linked to the sum of derivatives of bond populations associated to the reactive core of the fragments involved in the reaction [33]. Recalling the chemical potential expressed in terms of Fukui function[23, 32] and then condensing it conveniently to atoms or diatoms, [31] leads to:
$\mu=\int f(r) \delta v(r) d r \Rightarrow \mu \sim \sum_{k} v_{k} \cdot f_{k}$

Using the local density approximation for the Fukui fuction, $f_{k}=\frac{\rho_{k}}{N}$, [31] the following expression for the reaction electronic flux emerges

$$
\begin{align*}
J(\xi)= & -Q \frac{d \mu}{d \xi} \cong-\frac{Q}{N} \sum_{k} \frac{d}{d \xi}\left(v_{k} \cdot \rho_{k}\right) \cong-\frac{Q}{N} \sum_{k}\left(\frac{d v_{k}}{d \xi}\right)  \tag{13}\\
& \cdot \rho_{k}-\frac{Q}{N} \sum_{k} v_{k} \cdot\left(\frac{d \rho_{k}}{d \xi}\right) .
\end{align*}
$$

Now, assuming that the external potential $v_{k}$ associated to atom or diatom $k$ remains constant along $\xi$, this is a reasonable approximation since the chemical nature of the integration basins used to condensate the properties is not expected to change during the reaction, then the first term of the right hand side of Eq. 13 vanishes, leading to:
$J(\xi)=-\frac{Q}{N} \sum_{k} v_{k} \cdot\left(\frac{d \rho_{k}}{d \xi}\right)$

Therefore the REF appears to be proportional to the sum of derivatives of condensed electronic populations weighted by the external potential $v_{k}$. This will be quite useful for linking the global polarization and transfer effects to electronic activity observed in specific atoms and bonds within the reactive core of the fragments.

## Computational details

All calculations were performed at the B3LYP level [35] with standard $6-31 \mathrm{G}$ basis set and Lanl2DZ pseudopotential [36-38] on copper. The transition states were determined through the quadratic synchronous transit (QST3) methodology [39] and a quasi-Newton algorithm to complete the optimization. The reactants, transition state and products were fully characterized by frequency calculations. The path of minimum energy between reactants and products
were calculated through the intrinsic reaction coordinate procedure (IRC) [23]. The reaction force was obtained through numerical differentiation of the energy profile. Using the optimized geometries obtained from the IRC procedure, single point calculations were performed to obtain the profiles of chemical potential and reaction electronic flux. The Mulliken electronic population analysis were then used to make the bridge between REF and electronic activity associated to specific atomic centers. All calculation were performed using the Gaussian 03 (revision D.02) [40] package.

The REF decomposition follows an arbitrary fragmentation of the supermolecular system, this is actually suggested by the transition state structure and numerically implemented through the use of the counterpoise method [34] in Gaussian 03. The counterpoise routine, is often used to determine the basis set superposition error (BSSE) [34] in molecular interactions calculations, however, in the present situations it allows to calculate isolated fragments at each point along $\xi$ using the geometry they have in the supermolecular array. In this way, individual values of chemical potential are determined along the reaction coordinate that produce the corresponding polarization fluxes according to Eq. 9. The resulting individual fluxes are interpreted as polarization due to the presence of the other fragments, although it is important to note that individual polarization fluxes allow electronic transfer within the fragments.

## Results and discussion

Energy and reaction force

Figure 1 illustrates the reaction of methanol decomposition induced by CuO . In the first step, $\mathbf{R} \rightarrow \mathbf{T S} \rightarrow \mathbf{M S I}$, methanol interacts with CuO producing a metastable intermediate $\mathrm{CuO} \cdots \mathrm{CH}_{3}^{+}+\mathrm{OH}^{-}(M S I)$. This step presents an energy barrier of about $40 \mathrm{kcal} / \mathrm{mol}$ and the MSI was found at about $10 \mathrm{kcal} / \mathrm{mol}$ above the reactant, see Table 1. The second step MSI $\rightarrow \mathbf{Q T S} \rightarrow \mathbf{P}$ involves a hydrogen transfer from methanol to the hydroxy ion to form formaldehyde, detached from Cu , and the release of a water molecule. The observed copper reduction in this mechanism, is consistent with experimental data [8] thus assigning some degree of reliability to the simplified model. A qualitative confirmation of the important role of the copper reduction processes along the reaction coordinate can be obtained through the analysis of the evolution of the Mulliken charges on the copper atom, as shown in Fig. 2. It can be observed an initial reduction to reach $\mathrm{Cu}^{+}$that catalysis the oxygen transposition; then copper recovers its original oxidation state to finally have a reduction process
to $\mathrm{Cu}^{0}$. Figure 3a shows the energy profile along $\xi$, where it is possible to observe a transition state TS and a quasitransition state QTS, which is not properly an energy maximum although at the current level of calculation it presents a unique imaginary frequency, signature of a transition state. The transformation of $\mathbf{R}$ into $\mathbf{P}$ is better understood through the use of the reaction force analysis. Five reaction regions along $\xi$ can be identified in Fig. 3b, these are: reactant ( $\mathbf{R}$ ), transition state (TS), metastable intermediate (MSI), quasi-transition state (QTS) and product $(\mathbf{P})$. The decomposition of the activation energy in the first step of the reaction shows that $W_{1}=0.63 \Delta E^{\neq}$ and $W_{2}=0.37 \Delta E^{\neq}$indicating that structural rearrangements are actually driving the first step of the reaction. In the $\mathbf{R}$ region, the reactants are prepared through structural rearrangements in order to activate the adsorption of methanol; the energy necessary for this process is $\mathrm{W}_{1}=$ $25.49 \mathrm{kcal} / \mathrm{mol}$. At the TS region the work required to reach the transition state for the oxygen transposition, a $S_{N} 2$ type reaction, at the methyl molecular plane is given by $\mathrm{W}_{2}=$ $15.13 \mathrm{kcal} / \mathrm{mol}$. In summary, $63 \%$ of the activation energy produces structural rearrangements to bring the separated molecules into the right position to achieve the methyl interaction with CuO ; The remaining $37 \%$ of the activation energy is responsible for the cleavage of the $C-O(H)$ bond and the formation of the $C-O(C u)$ bond, this is agreement with other results obtained in our group [12, 22].

Table 1 summarizes the energy data involved in each of the processes defined within the five reaction regions.

The reaction electronic flux

HOMO and LUMO energies were used to calculate the $\mu$ profile displayed in Fig. 4a. It can be noticed that $\mu$ is practically constant at the reactant and MSI regions and presents a minimum at the TS region. This suggest that the oxygen transposition is at least at the first stages of the reaction, weakly assisted by electronic reordering. When entering the QTS region, there is a strong change in $\mu$, indicating that the proton transfer that takes place in this step is assisted by a large electronic activity; then $\mu$ steadily increases until reaching a plateau at the product region.

Figure 4 b displays $J(\xi)$, obtained from Eq. 7 with $Q=1$. At the reactant region a fluctuating zero flux regime, associated to equilibrium states, dominates the picture, this is only disrupted in the the TS region by a positive pulse followed by a negative peak, thus confirming the electronic activity already observed in Fig. 4a. Then at the MSI region again there is a zero flux zone that is in turn disrupted by a negative broad peak developed at the QTS region that is maintained until the P region; this is evidence that the reaction mechanism is stepwise and most electronic activity take place first at the TS and then at the QTS and products

Fig. 1 Scheme of methanol decomposition with CuO

regions. In order to get details on the nature of the electronic flux it is convenient to analyze separately $J_{p}(\xi)$ and $J_{t}(\xi)$.

Fragmentation of the supermolecule As already mentioned, the decomposition of the overall electronic flux in $J_{p}(\xi)$ and $J_{t}(\xi)$, allows one to explain the nature of the electronic activity in terms of polarization and transfers effects [22]. Note that when evaluating the influence of $J_{p}(\xi)$ and $J_{t}(\xi)$ in $J(\xi)$ it is necessary a careful analysis of the development of each contribution, associating the shape of $J(\xi)$ to specific trends appearing in $J_{p}(\xi)$ and/or $J_{t}(\xi)$. This identifies the type of flux that is mainly observed in a given step.

The structure of the transition state is shown in Fig. 5, it can be observed that three main fragments can be easily distinguished. In this context a partition of three fragments, $n_{f}=3$ in Eq. 11, as suggested by the transition state structure, was used within the counterpoise method [34] in order to analyze the polarization electronic flux of each fragment all along the reaction coordinate. For the three fragments, we have evaluated $\mu(\xi)$ and $J_{p}(\xi)$, obtaining $J_{t}(\xi)$ from Eq. 11, the results are shown in Fig. 6a. It can be
observed that most polarization effects are non-spontaneous $J_{p}(\xi)<0$, they show up at the TS, QTS and $\mathbf{P}$ regions and appear to be induced by the mostly spontaneous electron transfer processes mainly observed also in regions TS, QTS and $\mathbf{P}$.

The REF indicates that the reaction evolves from a zero flux regime within the reactant region; by the end of this region and entering the TS region, simultaneous polarization and transfer fluxes are observed, the transfer flux dominates the TS region thus indicating the presence of bond breaking and forming processes. The electronic activity observed in the transition state region and depicted through a negative peak in Fig. 4b can now be identified as being due to transfer processes. Note in Fig. 6b that polarization effects on the fragments are not very intense in the first three regions, as they appear within the QTS and $\mathbf{P}$ regions where a large polarization of fragment 1 is observed. Moreover, it is the polarization of fragment 1 due to the nearby presence of the other two fragments that dominates the polarization effects.

It can be observed in Fig. 6a that in the MSI region $J_{p}(\xi)$ and $J_{t}(\xi)$ fluxes remain quite constant but entering the QTS

Table 1 Works involved at the different local process along $\xi$ for the decomposition of methanol using copper (II) oxide. All work were calculated at B3LYP level using pseudo- potential LanL2DZ at heavy atoms

| Process | $\Delta \mathrm{E}^{\circ}$ | $\Delta \mathrm{E}^{\neq}$ | $\mathrm{W}_{1}$ | $\mathrm{~W}_{2}$ | $\mathrm{~W}_{3}$ | $\mathrm{~W}_{4}$ | $\mathrm{~W}_{5}$ | $\mathrm{~W}_{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{R} \rightarrow \mathbf{T S} \rightarrow$ MSI |  | 40.62 | 25.49 | 15.13 | -11.89 | -23.51 |  |  |
| MSI $\rightarrow$ QTS $\rightarrow \mathbf{P}$ |  |  |  |  |  | -23.51 | -6.31 | -27.96 |
| Overall Reaction | -29.05 | 40.62 | 25.49 | 15.13 | -11.89 | -23.51 | -6.31 | -27.96 |



Fig. 4 a Chemical potential profile, and b REF profile along $\xi$ for the methanol decomposition with CuO
region $J_{p}(\xi)$ drives the reaction until the products is reached, compare the electronic activity observed in Figs. 4b and 6. Clear evidence indicates that the reaction electronic flux at the second step of the reaction is mostly due to polarization emerges, although electron transfer also plays and important role in the formaldehyde formation. In the next Section the observed fluxes will be related to bond breaking and forming processes.

Electronic bond population analysis

To confirm the above findings, we have carried out a Mulliken population analysis to identify the representative atoms and bonds responsible for the electronic activity. Figure 7a displays the evolution of the bond electronic populations involving O 8 with its donor and acceptor atoms

Fig. 3 a Energy profile, b reaction force profile for the methanol decomposition with CuO


Fig. 5 Fragmentation of the supermolecule suggested by TS structure to calculate $J_{p}$ and $J_{t}$
and the cleavage of the C 1 O 5 bond ( $\rho_{\mathrm{C} 1 \mathrm{O5}}, \rho_{\mathrm{C} 1 \mathrm{O8}} ; \rho_{\mathrm{OBCu}}$ ), see Fig. 1 for the atomic labels. The three electronic populations within $\mathbf{R}$ remains quite constant, confirming that the activation of the oxygen transposition needs first a structural reordering. At TS, $\rho_{C 1 O 5}$ decrease rapidly indicating that this bond breaks within the TS region; $\rho_{C 1 O 8}$ presents a strong increase due to the formation of the single bond, both populations cross each other at the transition state. This electronic activity is consistent with the electronic transfer observed in Figs. 4 and 6 through the reaction electronic flux analysis within the TS region, $\rho_{C 1 O 8}$ remain practically constant at MSI and QTS regions, in the latter it crosses with $\rho_{O 8 C u}$, that follows an opposite trend. The double bond formation of the aldehyde and the copper reduction processes are achieved within the product region, the electronic transfer and polarization involved in such processes are observed in Fig. 6a. These results confirm that the C 1 O 5 bond cleavage and C 1 O 8 bond forming are responsible for the transfer peak observed in Figs. 4 and 6 a . As already mentioned, the O 8 Cu 7 bond population remains quite constant until leaving the QTS region where the bond breaks down, this indicates that the proton transfer is not affected by the oxygen exchange that takes place earlier, at the TS region.

Figure 7c shows the bond electronic populations involved in the proton transfer: $\rho_{\mathrm{C} 1 \mathrm{H} 2}$ and $\rho_{\mathrm{OSH} 2}$. The populations show the O 5 H 2 bond formation and C 1 H 2 bond cleavage that allows the water release observed in the product region. Note that these populations only change slightly in the first three region although it is clear that the process initiates at the TS region where a first change in the slopes of the population profiles is observed. The new trend
is maintained until the QTS region when the O 5 H 2 and C 1 H 2 populations drastically change. Then at the products region, it is evident that the O 5 H 2 bond has been formed whereas the C 1 H 2 bond has been broken down. It seems that once reached the TS molecular vibrations assist the methyl's hydrogen to generate a water molecule. Overall, the chemical events analyzed so far indicate that breaking bond processes drive the reaction at the QTS and products regions.

Let us now analyze the derivatives of bond populations along the reaction coordinate (see Fig. 7b and d), this shows the rates of dissociation and formation of the respective bonds. Bond breaking process are associated with negative values of the derivative whereas positive values indicate bond formation. Figure 7 b and d confirms that regions TS,


Fig. 6 a Polarization and transfer contributions to the REF b Contributions of individuals fragments to the polarization flux


Fig. 7 Mulliken bond populations involved in: (a) the exchanged oxygen and (c) the proton transfer. (b) and (d) are bond population derivatives

QTS and $\mathbf{P}$ show the most intense electronic activity. The positive peak observed at the TS region shows the C1O8 bond formation whereas the negative peak is according to the C1O5 bond cleavage. On the other hand, at the QTS region positive peaks reveal the formation of the O5H2 bond and C 1 O 8 double bond; negative peaks are fingerprints for the O 8 Cu 7 and C 1 H 2 bonds breaking. Note that the formation of the single and double C1O8 bonds appears localized at the TS and QTS regions.

## Concluding remarks

A detailed analysis of the mechanism of methanol decomposition induced by CuO has been presented. Results show that
copper reduction is a key step of the reaction. $\mathrm{Cu}^{+}$becomes an active species in the formation of the product formaldehyde. The reaction force analysis of energy barrier indicated that this is mostly due to structural rearrangements, less that $40 \%$ of the activation energy can be attributed to pure electronic activity. On the other hand, the electronic activity observed during the reaction was analyzed in terms of the reaction electronic flux, indicating that the reaction proceeds in two steps: (1) copper reduction $\mathrm{Cu}^{+2} \rightarrow \mathrm{Cu}^{+}$and oxygen transposition; (2) copper reduction $\mathrm{Cu}^{+} \rightarrow \mathrm{Cu}^{0}$ and proton transfer this last step produces formaldehyde with the release of a water molecule. Consistency with bond population analysis indicates that the reaction electronic flux a global property of the reaction, is a good descriptor of the electronic activity taking place during the reaction.
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